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Sampling-time effects for persistence and survival in step structural fluctuations
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The effects of sampling rate and total measurement time have been determined for single-point measure-
ments of step fluctuations within the context of first-passage properties. Time dependent scanning tunneling
microscopy has been used to evaluate step fluctuations ¢hlAgfilms grown on mica as a function of
temperaturé300—410 K, on screw dislocations on the facets of Pb crystallites at 320 K, and on Al-terminated
Si(111) over the temperature range 770—970 K. Although the fundamental time constant for step fluctuations
on Ag and Al/Si varies by orders of magnitude over the temperature ranges of measurement, no dependence
of the persistence amplitude on temperature is observed. Instead, the persistence probability is found to scale
directly witht/ At whereAt is the time interval used for sampling. Survival probabilities show a more complex
scaling dependence, which includes both the sampling interval and the total measuremgptSica¢ing with
t/At occurs only whemt/t,, is a constant. We show that this observation is equivalent to theoretical predic-
tions that the survival probability will scale d@t/L? whereL is the effective length of a step. This implies that
the survival probability for large systems, when measured with fixed valugsasfAt, should also show little
or no temperature dependence.
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INTRODUCTION tails of experimental desigr8—11]. In this work, we explic-
itly investigate the issues of the sampling interahich
Direct imaging of spatial distributions and temporal varia-generally corresponds to substantial undersampling with re-
tions of structures on surfaces has provided a remarkable tespect to the physical time constants of the systand the
bed for experimental application of fundamental statisticatotal measurement time. We show that these turn out to have
mechanicq1,2]. In addition, nonthermodynamic stochastic subtle importance in the persistence properties of step fluc-
properties related to the first-passage probl@hcan be tuations. As a test system, we have measured step fluctua-
evaluated directly from such experimental observationgions[e.g.,x(t), the step position vs timjeon Ag(111) thin
[4-7]. The first-passage problem, which involves determinfilms and on Al-terminated §i11) surfaces over a tempera-
ing the distribution of times for the first return of a stochasticture range for which the time scale of the physical fluctua-
process to its starting point, is experimentally difficult to tions varies dramatically2,8,12-13. We have also mea-
measure because of the intrinsically low statistics. The persured step fluctuations on room-temperature Ag thin films
sistence probability, which is essentially an integral of theBnd on screw dislocations on a Pb crystallite, as shown in
first-passage distribution, measures the probability of a ranfid- 1(@), with variations in the time protocols for the mea-
dom processiot returning to its original configuration in a Surement designed to test theoretical predictions.
time intervalt. A related quantity, the survival probability Step fluctuation mechanisms for all of these systems have
measures the probability ofot reaching a fixed reference b'e.en determined pTeV'OUS'Y by using the measgred step po-
point in a time intervalt. While the two definitions appear sition x(t) t_o determine t_he. time cor_relatlon functhn and ex-
similar, the persistence and survival probabilities are pro;tirgr?tisfrggc"';[e% ([:)hazgc—t?[r)l(s(tl.qc.td?/_n)?(rtn;§2§Xxﬁ2$§g1r1elsa:]unuﬁ;1r
foundly different in their relationship to the physical proper- ¥G()= 0 o7 9

ties underlying the stochastic procég$ Correctly interpret- brackets indicate an average over all initial tirigs For

ing the physical meaning of experimental observations O}short enough times, this function grows @S, wherez=2
9 pny 9 p ndicates rate-limiting attachment and/or detachment at the

persistence and survival requires careful attention to the des'tep edges and=4 indicates rate-limiting diffusion along
the step edgé¢l,2]. For the Al/Si surfacez=2 scaling is
observed 15,16], while for both Pif111) and Ag111) z=4

*Present address: Pacific Northwest National Laboratory, Richscaling is observefb,6,8. While various more complicated

land, WA, USA. mechanism$17,18 often need to be considered to explain
TPermanent address: Department of Physics, Indian Institute dhe observed scaling, they are not believed to be relevant for
Science, Bangalore 560012, India. any of the systems described hergl®,2Q.

1539-3755/2005/12)/0216028)/$23.00 021602-1 ©2005 The American Physical Society



DOUGHERTY et al. PHYSICAL REVIEW E 71, 021602(20095

passage properties of fluctuations, e.g., the persistence or sur-
vival probabilities for step wandering, are strongly
dependent on the measurement protocol. We have previously
confirmed experimentallf5,6] the prediction that the persis-
tence probability follows a simple power law at early times,

P(t) ~t77, (1)

where the experimentally measured persistence expdent
is, consistent with theoretical predictions, equal to 3/4 or
718 for attachment and detachmert2) or step-edge dif-
fusion (z=4) mechanisms, respectively. Here we will show
that the absolute magnitude of the persistence probability
depends only on the sampling interva of measurement.
The survival probability is related to the autocorrelation
function [7], but unlike the autocorrelation function it does
not scale simply with the system sikzeInstead, the survival
probability is predicted to scale with either system size or
sampling interval, but only when the ratibt/L* is a con-
stant. We are able to test this nontrivial prediction systemati-
cally due to our prior observation that the effective system
size is determined by the total measurement t{i@k By
using independently variable total measurement time and
sampling interval, we demonstrate that time scaling of the
survival probability does indeed occur only for the predicted
scaling ratio of sampling interval and system size.

EXPERIMENT

b)

The sample preparation techniques for AlA3il)
[15,14, Pb crystallite§21-23, and Adg111) thin films [8]

FIG. 1. (Color onling (a) 475x 475 nn? STM image(differen- have been presented previously. For observation of step fluc-
tiated for clarity of a screw dislocation emerging on the top facet of tuation we use repeated scanning tunneling microscopy
a Pb crystallite supported on R001) measured at 320 K. Tunnel- (STM) scans across a step boundary, as shown for a screw
ing conditions areU=0.34 V, 1,=0.03 nA. (b) Pseudoimage ob- dislocation on P11 in Fig. 1(b). The sampling time inter-
tained by scanning the STM tip repeatedly across a single line pewval At is equal to the time between scans, and the total mea-
pendicular to the step edge with the same tunneling conditions as isurement time,,, is the number of lines times the time inter-
(a). Vertical axis shows 512 line scans initiated at equal samplingsal. For the temperature-dependent(At) measurements,
intervals over 24 s along a horizontal distance of 67.2 nm. the total measurement times were 26.9 and 39.4 s with 512

line scans. Ten to twenty such samples were measured for

Our previous measurements have shown that fddAg, each set of experimental conditions. For AlfSil), earlier
the time constant for step-edge diffusion ranges fronf 0 measurements were reported for measurement times of
at room temperature to 10s at 450 K[8]. For Al/Si(111),  33-38 s with 512 line scans. The numbers of data sets aver-
the time constant for attachment and/or detachment at thaged were 11 at 970 K, six at 870 K, and three at 770 K.
step edge ranges from a quarter of a second at 770 K tbere we also show measurements with total measurement
0.3 ms at 1020 K[15]. The strong temperature-induced times of 105 s forT=770 and 870 K. For Rii1]) the total
variation of the underlying physical time constant in thesemeasurement times were 19 and 177 s with 512 line scans.
systems allows a wide dynamic range of experimental samFive data sets were averaged for the 19 s curves and four
pling time relative to the physical time to be evaluated. Bywere averaged for the 177 s curves. Room-temperature mea-
additionally varying the temporal measurement protocol asurements of AgL11) were also performed with total mea-
fixed temperature, we can distinguish time sampling effectsurement times of 25 and 100 s and sampling intervals of
from physical effects. We have used steps orilPh and 0.05 and 0.20 s.

Ag(111), both in the class of step-edge diffusion-limited step  The step positiorx(t) was extracted from each line scan
motion, for these tests. after flattening the overall image. In some cases, the step

Our previous results have shown that the time correlatioredge was identified as the point at which surface height was
function is independent of sampling time intervat (the  midway between the heights of the upper and lower terraces.
time between sequential measurements of the step positidn other cases, the point of inflection was used to identify the
X), although the effective system size is limited by the overallstep edge. The individualt) data sets are used to calculate
measurement timg, for highly ordered systemi8]. How-  individual correlation functions, and the reported correlation
ever, as will be shown here, measurements of the firstfunctions and probability distributions are averaged over the

021602-2



SAMPLING-TIME EFFECTS FOR PERSISTENCE AND

50

0.40

PHYSICAL REVIEW E 71, 021602(2005

- | 01 GQ o 870K At =0.205s -
e 970 K
3 0.30
[=] O
; 40 870 Ki 025 L O 870 K At = 0.068 S |
g = i . 970K At =0.074s
35 770 K = 0.20 | @ . J
0.15
30
0 10 20 30 40 —
t(s)
0.05 -
FIG. 2. (Color online Measurements of step-edge position vs 000

time for steps on Al/SiL11) with arbitrary offsets for clarity. Data
points are spaced by 68 ms for the 970 and 870 K steps and by
74 ms for the 770 K step.
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individual measurements. Error bars reported are the stan

dard deviation(1o) and are obtained from weighted fits or 035 | 8 1
from the deviation of repeated measurements. The persis | o 870K At=0.205 S |
tence and survival probabilities are calculated by dividing ' 2
the data into time bins, where the sampling interalsets 025 - 1
the smallest time birt,;;,=At=measurement time divided by = 020 Z g BAUK AtSLloSs
number of line scans. Each time bin was evaluated as “per & o

s+ 970K At =0.074s]
sistent” if the measured positions in the time bins were all 015 & 1

positive (or all negative with respect to the position at the
start of the time bin, and “nonpersistent” otherwise. The
tabulation of the fraction of persistent bins for each bin width 0.05 |
t yields the persistence probability(t). For survival, the : . ‘ ‘ . . s
analysis procedure is similar, except that the reference posi ’ o 20 4 80 8 100 120 140 160
tion is the averagéover the entire measurement tirgg of HAL

the step position, rather than the step position at the begin-
ning of each time bin.

FIG. 3. (Color online Al/Si(111) measured persistence for
three different temperatures and two different time-sampling condi-
tions. (a) p(t) is shown vst, revealing that measurements with the
same sampling interval are indistinguishalfl®.Persistence is plot-

The strong dependence of the step fluctuations on temnted as a function of/ At, showing complete collapse of all the data
perature for steps on Al/8i1]) is illustrated with plots of sets.
measured position vs time in Fig. 2. Analysis of the persis-

tence probability has previously sho,6] power law be-  eliminates the offset, as shown by the solid line in Fig. 4.
havior with an exponent 08=0.77+0.03. In Fig. &), we These results for the scaling of persistence are consistent
show explicitly the dependence of the measured persistencgith numerical simulations of persistence behavior as shown
on the sampling intervalt. The persistence probability is in Fig. 5. We have investigated these aspects in a detailed
the same for data measured at different temperatures, bHtmerical study in which a simple Euler schef#e24] is

with the sameAt. It is different for data measured at the ysed to numerically integrate a spatially discretized version
same temperature, but with differeft. The effect of scaling  of the fourth-order conserved Langevin equation

the time axis ta/At is shown in Fig. 8).

We have also evaluated the effect of temperature on mea-
sured persistence for steps on(Aty). In Fig. 4, the persis-
tence probabilities measured over a wide range of tempera-
ture, with the same measurement protoigl=26.9 s, At an
=0.053 g are shown, with one data set measured vtjth
=39.3 5,At=0.076 s. The persistence exponents measured at -
all temperatures scatter about the expected val@=o7/8,  with (x(y,t) 7y’ ,t'))=-2I\V;s(y-y")dt-t'), B equal to
with no systematic temperature dependence. The scatter the step stiffness, anhl,, equal to the step mobility1,25].
the value of the exponent yields some deviation in theThis equation provides an excellent description of step fluc-
curves, but the only significant offset occurs for the tuations governed by diffusion along the edge of the step.
=140 °C data measured with a different time interval. Re-The results shown here were obtained in the equilibrium re-
scaling these data by the ratio of the measurement intervaiime. As shown in the figure, for a fixed system size, the

RESULTS AND ANALYSIS
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FIG. 4. (Color online Experimentally determined persistence
probability P(t) vst for a range of temperature for indirectly heated
Ag films, calculated as described in the t€¥xperiment” section
The data shown were measured with=0.051 s for all tempera-
tures excepfT=140 °C, whereAt=0.076 s. The solid line shows
the T=140 °C data vs timgupper axi$ scaled by a factor of
0.051/0.076.
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FIG. 6. (Color onlineg Ph(111) at 320 K. Circles(blue), total
sampling time 19 s, sampling time intervalt=37 ms. Squares
(red), total sampling time 177 s, sampling time interval
=0.346 s.(a Time correlation functior, (b) persistence probabil-
ity p, and(c) persistence probability scaled &s\t.

persistence probability measured with discrete sampling in-
tervalsAt is shifted along the time axis @ changes. Nor-
malizing the measurement time tbAt causes all the curves
to collapse to a single curve, as also observed experimen-
tally. Similar numerical calculations in which system size is
changed while the time interval is fixed yietd shiftin the
persistence measurement.

We have performed a more demanding experimental test
of the effects of time scaling for step fluctuations o E4).
In these measurements the total measurementttiraad the

FIG. 5. (Color onling Calculation demonstrating persistence measurement intervalt are changed by nearly a factor of 10
scaling. Three numerical simulations run with the same system sizayhile maintaining a constant value gf/At=512. The time

but different sampling intervalat. Scaling ag/At is demonstrated.

correlation function
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_ (z-1)/z
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3

is shown in Fig. 6a) for measurements with different mea-
surement timeét,,=19 and 177 s Consistent with previous
studies[5,26] cleart’* time scaling is observed, as expected
for step-edge diffusion-mediated fluctuatiops=4 in Eq.
(3)]. The short-time behavior of the time correlation is
clearly unaffected by the differences in measurement proto-
col. The persistence behavior, however, is strongly depen-
dent on the measurement interval, with the curves collapsing
when scaled as a function ofAt.

Time correlation and persistence both have a functional
dependence on relative step displaceméatg., position at
time t relative to position at timg’). The autocorrelation
function and the survival probability, in contrast, depend on
the absolute step positions, which are generally referenced to
the average step position. In Fig. 7, we show these functions
measured for the two different measurement protocols of
Pb(111). The strong dependence of the autocorrelation on
measurement time is illustrated in Figay. We can quantify
the effects by comparison with the predicted form for the
autocorrelation function for step fluctuations:

2P o
Tc Tc A Tc

C(t) =C(0)
KT Leg
C(0)= ——"=wZ, (4b)
on?p
="B—I(ﬂ) (49
I3 2

whereLg is the effective system size. The early time behav-
ior of C(t) (i.e., lettingt approach Dfor step-edge diffusion-
limited fluctuationsz=4, is

Iz
cv=cof1-(1)"5(3)]
Te 4

5

C(t) (A?)

S(t)
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FIG. 7. (Color online Ph(111) at 320 K. Circles(blue), total
sampling time 19 s, sampling time intervalt=37 ms. Squares
(red, total sampling time 177 s, sampling time interval
=0.346 s.(a) Autocorrelation functiorC; circles, data; solid lines,

fits to Eq.(5). (b) Survival probabilityS and(c) survival probability

Fits of the data are shown in Fig(& as solid lines. The fits
yield values ofC(0) =149 A2 and7,=21.3 s for the measure-
ment time of 177 s, and values @(0)=75 A% and 7,
=3.4 s for the measurement time of 19 s. The ratiad,@fr

of 6-8 is consistent with our previous observations o
Ag(11D).

The results of analyzing the step fluctuations for survival
are shown in Figs. (b) and 7c). The survival probabilities
measured with the different time protocols are distinctly dif-
ferent, with the longer measurement tirtend longer sam-
pling interva) yielding a much slower decrease with time,
e.g., a larger apparent survival time constant. The data scal
well at short times witht/At, as shown in Fig. (€). As we o
will discuss below, the constant ratio of measurement tim

scaled ag/At.

and time interval used in this measurement is a significan'ieSUItS yield

factor in this scaling result.

021602-5

We evaluated the effects of varying the measurement time
and sampling interval independently with measurements on
pSteps on A¢l1l) at room temperature. Measurement proto-
cols of t,,=100 s,At=0.05 s,t,,=100 s,At=0.20 s, and,,
=25 s,At=0.05 s were used to allow pairwise comparisons
of measurements with the same total time and different sam-
pling interval, and measurements with different total time
and the same sampling interval. The results for the autocor-
relation function are shown in Fig. 8. The immediate quali-
gtive evaluation that the correlation time depends strongly
nly on the total measurement time is confirmed by quanti-
dative fits to the functional form of Eq4) with n=4. The

t,=255s, At=0.05s; C(0)=0.015+0.004 nfy
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FIG. 8. (Color online Correlation functionC(t) for Ag(111) at
room temperature obtained with different measurement protocols.
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t,=100s, At=0.20s; C(0)=0.028+0.005 nrh FIG. 9. (Color online Survival probabilityS(t) for Ag(111) at

room temperature with the same three different measurement pro-
tocols as in Fig. 8. Upper graph, time scaled with sampling interval.
Lower graph, time scaled with total measurement time.

Within experimental uncertainty, the curves measured with

the same total measurement time are identical despite differ-

ent sampling intervals, while those measured with differenach site over the measurement titgavas used as the ref-
measurement times are significantly different even thouglerence point in the calculation of the survival probability, and

measured with the same sampling interval. the results were averaged over*ifdependent runs.
The dependence of the survival probability on measure-

ment protocol is different, as shown in Fig. 9. Figur@)9
shows the three survival curvésorresponding to the auto-
correlation functions of Fig. 8 measured under the same con-
ditions) as a function of scaled timg At. The result shows
that the two curves for which the ratig,/At is a constant
(=500 collapse to a single curve over the same time range
where the autocorrelation is well fitted by the analytical form
of Eq. (4). Figure 9b) shows the same data replotted as a
function oft/t,,. The scaling dependence is the same—data
collapse only occurs for the same two curves with the con-
stant ratio oft,,/At. These results show unambiguously that
the survival probability does not scale independently with
either the sampling interval or the total measurement time. x
Instead scaling requires a fixed ratio of these two quantities. 10, 50 100 150 200 250
This is confirmed by numerical simulations designed to test UAl

the same effect; of measurement tlm_e and sampling In.terval. FIG. 10. Calculated survival probability for the one-dimensional
As shown in Fig. 10, the same scaling dependence IS Qtﬁdwards-WiIkinson equatiofz=2), with L=200 sample for mea-
served as for the experiments for calculations where a finitg .o ment time,,=100 using a sampling intervait=1, and fort,,

measurement time limits calculations of the average Proper=400, usingAt=1 and 4. The measured average of the height at

ties. These simulations were performed for the spatially disgach site over the measurement titpewas used as the reference
cretized one-dimensional Edwards-Wilkinson equati@n point in the calculation of the survival probability. The survival

=2). Measurements of the survival probability were carriedprobability is shown as a function of the scaled titdat. Solid
out for equilibrated samples with=200 sites and periodic line, t,,=100, At=1; triangles t,,=400, At=4; circles,t,=400, At
boundary conditions. The measured average of the height atl.

7.=13.0+25s.
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DISCUSSION AND CONCLUSIONS of experimental correlation times indicates that the effective
ngth of the step is set by the longest wavelength fluctuation
at has time to decay during the observation tigpePut
simply,

The dependence of the persistence probability on discretlt
sampling timeAt has been studied theoretically by Majum-
dar et al. [9]. In this work, the important result that under-
sampling should not change the value of the persistence ex-
ponent was obtained. Later Ehrharekt al. [10] noted in o ) ) )
passing that discrete time sampling should neverthelesEhus it is clear that, in the scaling function from E@),
change the absolute magnitude of the persistence probabilityonstantit/t, corresponds simply to a constant value of the
The experimental results presented above clearly verify thestgecond argumenat/L?. Only then does the survival prob-
conclusions and can be understood quite simply from thé@bility scale simply withAt. _
point of view of normalization. For the smallest time interval !N summary, we have shown experimental results for a
At’ Changes in the Step position cannot be observed an\dide Variety of SyStemS that illustrate that the magnitude of
therefore return to an initial configuration is impossible. the persistence probability scales with sampling time even
Thus, p(At) is constrained to be unity. With different sam- though the persistence exponent is independent of sampling
pling times it is then obvious that the probability curves will time. This effect completely obscures any temperature de-
be shifted along the time axis by changesiin As a result pendence of the perS|s.,t'en(.:e probability. The scaling of the
the magnitude op(t) will be apparently different, and dif- related survival probab!llty is more com_pllcated and can be
ferences of the curves will collapse when scaled/tit. As traced back to theo_ret|cal predlct|on_s in Ré'f]._ For _the
discussed by Constantit al.[27], the persistence probabil- S&Me Systems, survival only shows simple scaling with sam-
ity at long times also depends on the scaling variattié 2 pling time fpr a constant ratio of sampling time to total mea-
whereL is the “true” length of the step. However, this de- SUrement time. o o
pendence is observed only for valuestdérge compared to The observations presented in this work were |n_|t|ated by
the correlation time, which is proportional d. Since the @0 attempt to understand the dependence of persistence and
measurement times in the experiments and simulations dé4rvival probabilities on material-dependent thermodynamic
scribed here are small compared to the true correlation timéind kinetic parameters governing surface mass transport. It is
the dependence on the scaling variabléL? is not observed, clear that such. mform_atlon is .often obsgured by the experi-
and the data for the persistence probability exhibit Simpk{nental necessny_of discrete time sampllng, and further t.hat
scaling int/At. incorrect Conclusmns could be drawn if the effects of dis-

Interestingly, the dependence of the survival probability¢™e€ sampling are not evaluated properly. The converse
on At is more subtle. In Ref[7], Dasguptaet al. justified problem of understanding the physical significance of persis-

numerically the following scaling form for the survival prob- {€nce and survival probabilities will clearly depend on the
ability: meaning of the sampling interval and the measurement time

in the chosen application scenaf@28—31.

Leff ~ Nmax ™ trlr{z- (7)

t At
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